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Abstract

In order to evaluate the performance of jet impingement for high heat-flux cooling, experimental cooling loops based on water and
liquid metal jet impingement were designed and constructed. The current liquid metal system, based on an eutectic alloy of gallium and
indium (GaIn) with a melting point of 15.7 �C, employs an annular inductive electromagnetic pump. The experiments showed that it is
capable of accommodating a heat flux of about 20 MW/m2 over an area of 10�4 m2. The jet velocity is less than 4 m/s and the required
differential pressure from the pump is less than 105 Pa.

In the present work the experimental section is supplemented by a theoretical one in which the cooling capability of impinging jets of
liquid metal is modeled. In particular, turbulent flow in a dead end associated with the rear surface of a high-temperature target, and the
corresponding heat-transfer process, are considered. The developed novel analytical model embodies the main peculiarities of the heat-
transfer process and agrees fairly well with the experimental data. In addition, a detailed direct numerical simulation was done with the
STAR-CD code. The gross underprediction of the turbulent heat transfer rate by the STAR-CD code is attributed to overprediction of
the eddy viscosity in liquid metal flows.
� 2006 Elsevier Ltd. All rights reserved.
1. Introduction

In accelerator systems, the interaction of the particle
beam with the target generates a very high density of ther-
mal energy. The total power for radioisotope production
targets is of the order of 10–50 kW. Typically, the geomet-
ric size of the target is very small and the heat flux very
high. Normal average heat fluxes from these targets are
around 10 MW/m2 and may reach levels of an order of
magnitude higher at hot spots. Efficient heat removal tech-
niques are needed to preserve the integrity of the target,
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especially where such high heat fluxes are involved. One
technique based on jet-impingement has been shown to
be able to deal with fluxes up to 400 MW/m2, over an area
of a few square millimeters, with water as coolant [1].
Blackburn et al. used this technique to develop a high-
power target for production of neutrons in an accelerator
[2]. Lienhard [3] provides a detailed review of the research
work done on this technique. Recently, Mitsutake and
Monde [4] and Zhen-Hua et al. [5] also studied the heat
fluxes removable by water jets.

With water as coolant, very high jet velocities – more
than 100 m/s – are needed for heat fluxes of 400 MW/m2.
A possible improvement might be achieved by using a
liquid metal (such as gallium or gallium-based alloy), which
significantly improves the heat transfer efficiency of the jet
[3,6]. Blackburn and Yanch [7,8] used this technique to
improve the performance of their accelerator target for
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Fig. 1. Jet issued from the nozzle AA 0 into a submerged dead-end
BCODE.
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BNCT (Boron Neutron Capture Therapy). Recently,
Miner and Ghoshal [9] presented results for a miniature
gallium jet impingement system for cooling high-power
microelectronic devices.

Numerous works in literature deal with axisymmetric
and planar jets of air and water impacting onto targets.
Most of them are experimental, but in a number of publi-
cations semi-empirical turbulence models were used for
semi-analytical or direct numerical simulation. The flow
structure is shown in Fig. 1. It should be noted that in
many cases the outer confinement BC, DE was absent,
and in this sense the impinging jets were free. The depen-
dences for the Nusselt number Nu at the stagnation point
of the axisymmetric air and water jets follow the scaling
law Nu � Re0.5Pr0.33 for 1 6 H/d 6 10 (Re being the Rey-
nolds number, H the distance to the target and d the nozzle
diameter). For planar jets the scaling is Nu � Re0.6Pr0.33
Fig. 2. Schematic diagram of the liquid metal
for 1 6 H/d 6 8. Additional empirical correlations for the
heat-transfer coefficient in impinging water jets can be
found in [4].

In contrast to the above, works on jets of liquid metals
are rather scarce. Lienhard [3] argued that due to the low
Prandtl numbers of liquid metals, the correlations for lam-
inar flows also hold for turbulent conditions. The correla-
tion by Sato et al. [6] was proposed for the case where
hot liquid metal jet impinges on a cold plate and partially
melts its surface. Both these correlations demonstrate the
high potential of gallium as a substitute for water.

The aim of the present work is experimental and theo-
retical investigation of the heat transfer in impinging jets
of a GaIn alloy versus water. Section 2 describes the exper-
imental setup and the alloy used. The experimental results
are summarized in Section 3. Section 4 presents an analyt-
ical model of the heat transfer near the stagnation point of
an impinging liquid metal jet, and compares its predictions
with the experimental data. Section 5 describes the direct
numerical simulation with the corresponding comparison.
Conclusions are drawn in Section 6.

2. Experimental setup

In order to evaluate the actual potential of jet impinge-
ment for high heat flux cooling, experimental cooling loops
were designed. Fig. 2 presents a schematic of such a loop
with an electron-gun heat source, and Tables 1 and 2 pres-
ent the parameters used for liquid metal and water cooling.

The initial results with the water impingement system
yielded a cooling capacity of 5 kW with an average heat
flux of 5 MW/m2 and a maximum of about 10 MW/m2

with a total target area of 10�3 m2 [10].
For the liquid metal system, there is a choice of available

coolants, including metals and alloys that are liquid at
cooling loop and an electron heat source.



Table 1
Nominal, minimal and maximal design values for liquid metal experi-
mental cooling loop

Parameter Minimum
value

Nominal
value

Maximum
value

Power [kW] 0 15 20
Heat flux [MW/m2] 0 10 50
Flow rate [l/s] 0 0.5 0.5
Jet velocity [m/s] 0 10 10
Jet diameter [mm] 5 5 12
Jet distance [mm] 4 4 20
Coolant temperature [�C] 40 50 75
Wall temperature [�C] 40 200 200
Coolant pressure [105 Pa] 1 1 1.5
Inlet pressure [105 Pa] 1 9 9.5

Table 2
Nominal, minimal and maximal values for water experimental cooling
loop

Parameter Minimum
value

Nominal
value

Maximum
value

Power [kW] 0 15 20
Heat flux [MW/m2] 0 10 50
Flow rate [l/s] 0 2.5 3
Jet velocity [m/s] 0 50 60
Jet diameter [mm] 5 8 12
Jet distance [mm] 4 4 20
Coolant temperature [�C] 20 30 50
Wall temperature [�C] 20 200 200
Coolant pressure [105 Pa] 1 5 5
Inlet pressure [105 Pa] 1 25 32
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room temperature. Table 3 presents reference properties of
some of the latter. Mercury has toxicology problems and
NaK is reactive and entails special safety considerations.
Hence, we preferred to work with a gallium alloy (the melt-
ing point of gallium is too high to ensure that it is liquid
without a special heating system), namely a GaIn eutectic
that can be kept liquid with normal room heating even
on cold winter days in Israel.

The cooling system shown in Fig. 2 comprises three
components: (1) the cooling head, (2) an electro-magnetic
Table 3
Physical parameters of several coolants

Parameter Water Gallium

Composition
Melting temperature [�C] 0.0 29.8
Boiling temperature [�C] 100.0 2205
Density [kg/m3] 1000 6100
Heat capacity [J/kg K] 4181 373
Thermal conductivity [W/m K] 0.61 28
Viscosity [10�3 kg/m s] 0.855 1.96
Kinematic viscosity [10�8 m2/s] 85.5 32
Prandtl number [–] 5.86 0.0261
pump, and (3) a storage tank with a built-in heat exchan-
ger. In particular, a four liter storage vessel incorporates
a water-cooled heat exchanger. The GaIn alloy is placed
in the vessel and a protective Argon gas fills the rest of
the vessel and provides static pressure which can be
adjusted. The heat exchanger is placed in the vessel to cool
the GaIn alloy. A pipe from the bottom of the vessel sup-
plies GaIn alloy to the pump. The electro-magnetic pump,
of the annular induction type, was assembled in situ by
removing the rotor of a standard 2 kW electric motor
and mounting the pump body inside the original stator,
with the attendant change in the system impedance and
hence in the current in the stator coils. The efficiency of
the pump being much lower than that of the motor, the
heat generated in it is higher than calculated for the
former and the original cooling fins and fans are not
enough to keep it cold. Thus it has to be kept in a bath
of cooling oil in order to prevent its monitored temperature
from exceeding the operating limit. The electric power to
the pump is supplied through a three-phase variac, whose
outlet voltage controls the flow rate of the liquid metal in
the loop. The pump is a part of a required vacuum-tight
system which protects the GaIn alloy from oxidation.

Fig. 3a shows the cooling head for the liquid metal sys-
tem, and Fig. 3b – details of the target disk and the thermo-
couple locations. The target disk is made of TZM alloy
(Mo 99.4%, Ti 0.5%, Zr 0.08%, C 0.02% by weight), so
as to ensure both high thermal conductivity and high
strength up to high temperatures. Its thickness is 2 mm.
The nozzle placed about H = 4 mm from the target, is a
d = 5 mm hole in a cup at the top of a 16 mm ID straight
tube. Its shape ensures an almost uniform velocity profile
of the outgoing flow. The target temperature is measured
at four different locations by K-type thermocouples. The
thermocouples are places at the end of radially drilled holes
(see Fig. 3b). The axes of these drills are 1 mm bellow the
heated surface. The thermocouples are mineral isolated
and have diameter of 0.5 mm. All the thermocouples are
at the same distance from the heated surface but at differ-
ent radial positions from its center. The other measurement
sensors installed in the system are two thermocouples con-
nected to the liquid-metal pipes at the inlet and outlet of
the cooling head. Their readings are used to calculate the
GaIn NaK Hg

77% Ga, 23% In 78% K, 22% Na
15.7 �11.1 �38.8
2000 783.8 356.8
6280 872 13599
326 1154 140
41.8 25.3 7.8
1.69 0.468 1.55
27 53.7 11.4
0.0204 0.0213 0.0278



Fig. 3. (a) A cut through the cooling head and (b) details of the target and thermocouple locations.
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temperature increase in the coolant as it passes through the
cooling head.

To prevent oxidation of the liquid metal, the system is
vacuum-tight. The pipes of all components are connected
together with CF flanges with nickel gaskets. The flange
at the top of the cooling head is used to connect it
to the electron-gun heating source (with a 1 Hz on/off
controller), of which the cathode in Fig. 3a forms a
part.
3. Experimental results

The results presented in Fig. 4 are from an experiment
for which the electron gun was set to heat a circular area
10 mm in diameter, with its power increased in steps up
to 9 MW/m2. The voltage to the pump was changed a
few times to regulate the flow rate.

Fig. 4 presents the beam power density and the resulting
target and coolant temperatures. The thermocouple



Fig. 4. Results of the medium power experiment with 10 mm diameter heating area. The insert shows the radial and axial locations of the thermocouples
and the coordinate system. (1) Temperature measured by the first thermocouple TC1, (2) by the second thermocouple TC2, (3) coolant temperature at the
entrance, (4) coolant temperature at the exit, (5) beam power. GaIn alloy as the working liquid.
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inserted to a distance of x = 1 mm from the center is
marked TC1, and the other thermocouple, inserted to a dis-
tance of x = 6 mm is marked TC2 (cf. the insert in Figs. 4
and 3b). As can be seen, the target temperature responds
immediately to any change in the beam power. The target’s
heating rate is thousands of degrees per second, due to its
very low thermal mass relative to the beam power density
(2000 K/s for a power of 10 MW/m2). The fluctuations
are due to the electron-gun heat source. The heating power
is a function of the cathode temperature which determines
the electrons current. The cathode is heated by a filament
and loses heat by radiation. The heating power is con-
trolled by measuring the beam current and turning on or
off the filament heating. The measurement rate of the cur-
Fig. 5. Results of the high power experiment with 10 mm diameter heating are
thermocouple, (3) coolant temperature at the entrance, (4) coolant temperatur
rent control system (1 Hz) causes time delays which gener-
ate the fluctuations seen in Figs. 4 and 5.

The low differential pressure generated by the pump and
materials compatibility prevented us from using standard
commercial flow meters. We tried to install an electro-mag-
netic flow meter but did not get any signal. Hence, the flow
rate was not measured directly but calculated from the gun
power and the temperature difference between the outlet
and inlet to the cooling head as follows. The cooling and
heating rates of the target are Qcooling = Fcp (Tout � Tin)
and Qheating = IV, respectively, where F is the coolant mass
flow rate, Tout and Tin are the coolant temperatures at
the outlet and inlet of the cooling head, cp is the specific
heat at constant pressure. Losses to the environment are
a. (1) Temperature measured by the first thermocouple, (2) by the second
e at the exit, (5) beam power. GaIn alloy as the working liquid.
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less than 10%. Therefore, Qcooling ’ Qheating and F = IV/
[cp(Tout � Tin)], which was used to calculate F for the GaIn
cooling system in the present work (note that in [10] F was
measured directly for water-cooling system).

The calculated GaIn jet velocities during the experiment
were 2–6 m/s. The Reynolds number based on the nozzle
diameter was 40,000–110,000, which implies a turbulent
flow.

In the next experiment the beam power density was
increased up to about 20 MW/m2. The results are pre-
sented in Fig. 5. This experiment was discontinued at a
beam power level of about 1.6 kW because of surface heat-
ing of the cooling head, which caused melting of the solder
seals in the thermocouple holes and leakage of the alloy.

Thermocouple TC1 measured a temperature of about
T‘1 = 230 ± 5 �C at cooling jet velocity V0 = 2.35 ±
0.1 m/s and heating power qw = 14 ± 0.5 MW/m2. Under
the same conditions TC2 measured T‘2 ’ 80 �C. For cool-
ing jet velocity V0 = 3.25 ± 0.2 m/s and heating power
qw = 19 ± 1 MW/m2, TC1 measured T‘1 ’ 248 ± 10 �C,
TC2 � T‘2 ’ 85 �C.

3.1. Measurement accuracy analysis

For a complete picture of the experimental results, an
error analysis is needed to understand the inaccuracies
associated with them. We first consider limitations due to
the nature of the system. The thermocouples with a diam-
eter of 0.5 mm are of the mineral insulated type with a
stainless steel sleeve. For heat fluxes in the range of 10–
20 MW/m2 and thermal conductivity of 126 W/(m K) for
TZM, the temperature gradient in the target is about
8 · 104–16 · 104 K/m. This alone entails an uncertainty of
±20 to 40 K in the target temperature. In addition there
are the mechanical tolerances in the drilling of the hole that
add an uncertainty of about ±0.1 mm in the actual location
of the center of the thermocouple. The inaccuracies of the
thermocouples themselves and of the A/D converters are
negligible in comparison.

A second source of uncertainty is the behavior of the
heat source. Heating power of the electron gun being con-
trolled by a 1 Hz on/off controller, the beam power fluctu-
ates about ±5%, and the target temperature – a few
degrees. The error bars are given above with the data.

A third source of uncertainty is a slight drift in the target
temperature, in spite of the fact that the average beam
power was kept constant at each step. This might be due
to changes in interface conditions or in the flow rate, which
was not measured directly while some changes were made
in the power to the pump. (All flow velocities given here
were calculated from the heat power and the temperature
differences between the outlet and inlet, as was mentioned
above). For these reasons we did not try to calculate the
actual heat transfer coefficient corresponding to the mea-
surements, and made do with measuring the target temper-
ature. Thus the results provided by the current system are
mostly qualitative. In order to get quantitative results the
system should be improved, the spatial power profile of
heat source measured, and the wall temperature deter-
mined with higher spatial resolution.

4. Analytical model of heat transfer near the stagnation point

in liquid metal jets

4.1. Problem formulation

Consider a jet of a liquid metal issued into a dead end
(Fig. 1). The nozzle is coaxial with the dead-end BCODE.
In the axisymmetric case the nozzle and the dead end are
cylinders of diameters d and D, respectively; in the planar
case they are slits of thicknesses d and D, respectively.
The planar case is also representative of a dense system
of jets aligned along the line normal to the plane x, y in
the figure. The distance from the nozzle exit to the bottom
of the dead end is denoted by H. The velocity and temper-
ature of the jet at the nozzle exit are denoted V0 and T0,
respectively, while the temperature of the bottom of the
dead end is Tw (a fixed temperature; the boundary condi-
tion with fixed thermal flux will also be discussed). The
walls BC and DE can be considered as thermally insulated.
The aim of the present section is to calculate the heat trans-
fer rate at the bottom of the dead end CD. In particular,
the case of jet cooling will be discussed, where Tw > T0.

4.2. Physical estimates

The heat flux in turbulent flows, q, depends on both
molecular and eddy transfer mechanisms [11]

q ¼ �qcp
m
Pr
þ mT

PrT

� �
rT . ð1Þ

Here q is the density, cp is the specific heat at constant pres-
sure, m and Pr are the kinematic viscosity and molecular
Prandtl number, while mT and PrT are their turbulent
(eddy) counterparts, respectively; $T is the gradient of
the averaged temperature. The molecular and turbulent
thermal diffusivities, j and jT, are given by

j ¼ m
Pr
; jT ¼

mT

PrT

. ð2a; bÞ

PrT is known to be always close to 1, since both momen-
tum and heat are transferred by the same eddies. On the
other hand, Pr can significantly differ from 1, since molec-
ular transfer of momentum and heat can have a different
physical background. This is, in particular, the case with
liquid metals, where, for example, for GaIn alloy
Pr = 0.0204 (Table 3).

Turbulent viscosity is typically much higher than its
molecular counterpart. Therefore, in the case of fluids with
Pr = O(1), Eqs. (2a,b) yield jT >> j, and the molecular
thermal diffusivity can be neglected. In this case q =
�qcp(mT/PrT)$T = �qcpjT$T. However, for liquid metals,
where Pr << 1 the molecular mechanism of heat transfer
may overbear the turbulent one depending on the values
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of m and mT. For GaIn alloy m = 27 · 10�8 m2/s (Table 3).
To estimate mT, we assume that the turbulence intensity
in the jet with axis AO in Fig. 1 is less than that of the mix-
ing layers at its edges. An appropriate expression for mT in
the latter is given by Prandtl’s formula [11], which in the
present case takes the form

mT ¼ KV 0ðH � yÞ; ð3aÞ
mT;max ¼ KV 0H . ð3bÞ

The value of the empirical coefficient is K = 0.0055/4 =
0.001375 [12,13]. Taking for the estimate V0 = 1 m/s
and H = 0.4 · 10�2 m, we find mT,max = 0.55 · 10�5 m2/s.
Therefore, for PrT = 1 according to Eq. (2b) jT,max =
0.55 · 10�5 m2/s. On the other hand, for GaIn j = m/Pr =
1.324 · 10�5 m2/s (Table 3). Since this value is about three
times that of jT, we can neglect the latter. Then, for the li-
quid gallium under the present conditions we obtain from
Eq. (1)

q � �qcpjrT . ð4Þ
Eq. (4) will be referred to below as assumption (i).

The thickness of the turbulent dynamic layer above the
central part of the dead end can be estimated [11] as

d � d

ðV 0d=mÞ1=5
. ð5Þ

Taking for the estimate d = 0.5 · 10�2 m, V0 = 3 m/s and
m = 27 · 10�8 m2/s, we obtain for GaIn d � d/8.895 =
0.0562 · 10�2 m, a small value compared to H = 0.4 ·
10�2 m. Therefore, we can assume that heat transfer pro-
cesses are practically unaffected by the viscous effects near
the wall and proceed in the central part of the dead end
against a background of pure stagnation flow. Thus in
the axisymmetric case the velocity profile is given by

u ¼ c
x
2
; v ¼ �cy; ð6a; bÞ

whereas in the planar case

u ¼ cx; v ¼ �cy; ð7a; bÞ

where in both cases

c ¼ V 0

H
. ð8Þ

Eqs. (6)–(8) will be referred to below as assumption (ii).
Note that the velocity fields (6) and (7) satisfy the continu-
ity equations

1

x
oxu
ox
þ ov

oy
¼ 0 ð9Þ

and

ou
ox
þ ov

oy
¼ 0; ð10Þ

respectively, in the axisymmetric and planar cases.
In the central part of the dead end the temperature field

depends only slightly on x, as suggested by the numerical
and experimental data. This observation allows us to
neglect o2T/ox2 and (1/x)o(xT)/ox relative to o2T/oy2 in
the central part of the flow. This will be referred to below
as assumption (iii).

4.3. Calculation of the heat transfer coefficient
and the Nusselt number

Under assumptions (i)–(iii), the temperature field in the
central part of the dead end satisfies the following equation

cx
2

oT
ox
� cy

oT
oy
¼ j

o2T
oy2

ð11Þ

in the axisymmetric case. In the boundary layer approxi-
mation the solution is subjected to the boundary conditions

y ¼ 0 T ¼ T w; ð12aÞ
y ¼ 1 T ¼ T 0. ð12bÞ

Eq. (11) can be converted into the standard form

o2T
oy2
þ P ðxÞy oT

oy
¼ QðxÞ oT

ox
; ð13Þ

where

PðxÞ ¼ c
j
; QðxÞ ¼ cx

2j
. ð14a; bÞ

The solution of the problem (12) and (13) is then given by
[14]

T ¼ T 0 þ ðT w � T 0Þ 1� erf
Z
2

� �� �
; ð15Þ

where

W ðxÞ ¼ 2 �
Z x

const

P ðnÞ
QðnÞ dn; ð16aÞ

Z ¼ y
Z x

0

eW ðnÞ�W ðxÞ

QðnÞ dn

� ��1=2

. ð16bÞ

Substituting Eqs. (14) in (16), we obtain

W ¼ 4‘nn� 4‘nðconstÞ; ð17aÞ

Z ¼ yffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j=ð2cÞ

p . ð17bÞ

Eqs. (15) and (17b) yield

oT
oy

����
y¼0

¼ �ðT w � T 0Þ
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

pj=ð2cÞ
p ; ð18aÞ

qjy¼0 ¼ kðT w � T 0Þ
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

pj=ð2cÞ
p ; ð18bÞ

where k = qcpj is the thermal conductivity. On the other
hand,

qjy¼0 ¼ hðT w � T 0Þ; ð19Þ

where h is the heat transfer coefficient. Combining Eqs.
(18b) and (19), we obtain
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h ¼ k

ffiffiffiffiffiffi
2c
pj

r
; ð20aÞ

Nu ¼ hd
k
¼ d

ffiffiffiffiffiffi
2c
pj

r
. ð20bÞ

Substituting Eq. (8), we find from Eqs. (20)

h ¼
ffiffiffi
2

p

r
k

ffiffiffiffiffiffiffi
V 0

Hj

r
¼ 0:798k

ffiffiffiffiffiffiffi
V 0

Hj

r
; ð21aÞ

Nu ¼
ffiffiffi
2

p

r
Re1=2Pr1=2 d

H

� �1=2

¼ 0:798Re1=2Pr1=2 d
H

� �1=2

;

ð21bÞ
where the Reynolds number is

Re ¼ V 0d
m

. ð22Þ

Given, for example, d = 0.8 · 10�2 m and H = 0.4 ·
10�2 m, we obtain

Nu ¼ 1:13Re1=2Pr1=2. ð23Þ
For GaIn, the thermal conductivity k = 41.8 W/(m K)

(Table 3) and the thermal diffusivity j = 1.324 · 10�5 m2/s.
Taking V0 = 2.35 m/s and H = 0.4 · 10�2 m, we obtain
from Eq. (21a) h = 22.22 · 104 W/(m2 K). For V0 =
3.25 m/s, h = 26.13 · 104 W/(m2 K).

When the value of qw is given, and the temperature Tw is
to be found, we obtain from Eqs. (19) and (21a)

T w ¼ T 0 þ
qw

0:798k½V 0=ðHjÞ�1=2
. ð24Þ

Taking T0 = 313 K and V0 = 2.35 m/s with all the other
parameters as before, we obtain from Eq. (24) for
qw = 14 MW/m2 the value of Tw = 376 K = 103 �C. For
T0 = 313 K, V0 = 3.25 m/s and qw = 19 MW/m2 Eq. (24)
yields Tw = 385.7 K = 112.5 �C.

The temperature inside the target at a distance ‘ from
the dead-end bottom (the rear side of the target) is readily
given by the solution of the thermal-conduction equation

T ‘ ¼ T w þ
qw

kw

‘; ð25Þ

where kw is the thermal conductivity of the target material
(molybdenum, kw = 126 W/(m K)). Taking ‘ = 1 mm, and
using the values of Tw obtained above, we find for
qw = 14 MW/m2 (and V0 = 2.35 m/s) T‘ = 487.1 K =
214 �C. In the second case, with qw = 19 MW/m2 (and
V0 = 3.25 m/s) we find T‘ = 536.49 K = 263.34 �C. The
measurements in the midplane of the target in these two
cases yield at ‘ = 1 mm T‘1 � 230 �C and 248 �C, respec-
tively (cf. Section 3), which are in good agreement with
the predictions.

Lienhard ([3] and references therein) solved numerically
the potential problem on flow in an axisymmetric imping-
ing jet with a free surface. Then, he matched the potential
flow to the self-similar solution for a radially-spreading
laminar boundary layer on the wall and calculated the cor-
responding heat transfer at the stagnation point. He
approximated his numerical results for the laminar stagna-
tion flow at low Prandtl numbers as Nu = (2/p)1/2 Æ
(1.831)1/2Re1/2Pr1/2 = 1.08Re1/2Pr1/2. This approximation
is in remarkable agreement with the analytical results of
the present work, given by Eqs. (21b) and (23).

In the planar case the governing equation becomes

cx
oT
ox
� cy

oT
oy
¼ j

o
2T

oy2
ð26Þ

(cf. Eq. (7)), which can be recast into a standard form (13)
with

P ðxÞ ¼ c
j
; QðxÞ ¼ c

x
j

. ð27Þ

In the present case we find from Eqs. (16a)

W ¼ 2‘nn� 2‘nðconstÞ. ð28Þ
However, using Eqs. (16b) and (28) we still obtain Z as per
Eq. (17b). Then the temperature field is still given by Eqs.
(15) and (17b), thus Eqs. (18)–(23) also hold in the planar
case.

It is emphasized that the present theory predicts the heat
transfer coefficient h and the Nusselt number Nu as inde-
pendent of x, i.e. constant over the bottom of the dead end.
5. Numerical simulation of flow and heat transfer of liquid
metals in a dead end

Numerical simulations were done for the GaIn alloy
using the commercial code STAR-CD, in the case of axi-
symmetric flow and temperature distribution. The values
of the physical parameters are listed in Table 3; the addi-
tional parameter is the specific heat of 326 J/(kg K).

In the numerical simulations the heat flux qw at the bot-
tom was assumed to be constant and given. It was applied
at the front side of the disk-shaped target (2 mm thick, as in
Section 3), where the temperatures were the highest. The
heat transfer through the disk thickness was calculated,
as well as the flow and heat transfer in the coolant imping-
ing at the rear side of the disk (the dead end bottom). This
yielded the temperature distribution throughout the whole
disk, in particular in the mid-plane and at the rear side,
where the temperatures were the lowest. The disk material
was again molybdenum with thermal conductivity 126
W/(m K).

First, the flow and heat transfer were simulated as being
fully laminar. In Fig. 6 the temperature distributions in the
radial direction inside the target at depths (from the cooled
rear side of the target) of ‘ = 0.88 mm and 1.11 mm are
shown for two cases of V0 = 2.35 m/s, qw = 14 MW/m2

(Fig. 6a) and V0 = 3.25 m/s, qw = 19 MW/m2 (Fig. 6b).
These results show that laminar cooling with liquid GaIn
alloy according to Fig. 6a yields T‘1 � 215 �C at x =
1 mm and T‘2 � 120.19 �C at x = 6 mm interpolated to
the mid-plane ‘ = 1 mm. Note that the experimental results
for this case are T‘1 � 230 �C and T‘2 � 80 �C. Similarly,
Fig. 6b yields T‘1 � 271.54 �C at x = 1 mm and T‘2 �
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Fig. 6. The numerically simulated heat transfer (laminar flow) in the cases
of: (a) V0 = 2.35 m/s and qw = 14 MW/m2, and (b) V0 = 3.35 m/s and
qw = 19 MW/m2. Coolant is GaIn alloy. Curves 1 show the temperature
distributions in the target at the depth of 0.88 mm from the cooled dead-
end bottom (the rear side of the target), (2) at 1.11 mm. The results
obtained with two different numerical algorithms are shown by solid and
dashed lines which almost merge.
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Fig. 7. The numerically simulated heat transfer (laminar flow) in the cases
of: (a) V0 = 2.35 m/s and qw = 14 MW/m2, and (b) V0 = 3.35 m/s and
qw = 19 MW/m2. Coolant is pure Ga. Curves 1 show the temperature
distributions in the target at the depth of 0.88 mm from the cooled dead-
end bottom (the rear side of the target), (2) at 1.11 mm. The results
obtained with two different numerical algorithms are shown by solid and
dashed lines which almost merge.
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131.94 �C at x = 6 mm, while the measured values are
T‘1 � 248 �C and T‘2 � 85 �C. Temperature at x = 1 mm,
which is close to the stagnation point of the impinging
jet, is higher than at the peripheral locations where convec-
tive heat removal is fully felt.

Thus the laminar version of STAR-CD is in reasonable
agreement with the measured values at x = 1 mm, but sig-
nificantly overestimates the temperature at x = 6 mm. The
sensitivity of the predictions, to a ± 10% variation of the
measurement location ‘, which can easily happen in these
experiments, is about 20–30 �C (cf. Fig. 6a and b), which
fails to explain the inaccurate predictions at x = 6 mm.
The sensitivity to the numerical algorithm choice available
in STAR-CD is negligibly small.

To estimate the possible effect of the alloy composition,
we also calculated the laminar heat transfer, with the pure
metal as coolant (the physical parameters of pure Ga are
also given in Table 3). Comparing Figs. 6 and 7, we find
a predicted increase of T‘1 at x = 1 mm of about 20 �C in
the case of Ga versus GaIn, which agrees with the lower
thermal conductivity of the metal as compared with the
alloy, while the value of T‘2 at x = 6 mm is again signifi-
cantly overpredicted.

For the numerical modeling of turbulence using STAR-
CD, the k–e model for high Reynolds numbers was chosen.
It was tested against the other turbulence modeling options
of STAR-CD, and the differences were not large. It was
also checked whether the turbulence model covers the
effects related to the molecular momentum and heat trans-
fer, since the STAR-CD Manual does not specify that. For
this purpose one of the molecular fluid parameters, say vis-
cosity, was increased artificially in several simulations. The
results were found to differ correspondingly, which proved
that the turbulent options of the code account also for the
molecular transfer effects.

The turbulent-flow calculations were done for GaIn. In
Fig. 8 the velocity field over one half of the dead end is
shown for the case of V0 = 2.35 m/s, qw= 14 MW/m2. The
corresponding result for the case of V0 = 3.25 m/s,
qw = 19 MW/m2 is shown in Fig. 9. The central part of
the dead end (on the left in Figs. 8 and 9), where the out-
flowing jet impinges on the bottom, shows the characteristic



Fig. 8. The numerically simulated flow field in the case of V0 = 2.35 m/s
and qw = 14 MW/m2.
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structure of the stagnation flow assumed in Section 4.2.
Near the outer side of the dead end the flow turns back,
so that the overall pattern can be characterized as closed-
loop circulatory flow.

From the numerical calculations we obtained the tem-
perature distribution at the bottom Tw(x) and the corre-
sponding local heat-flux transfer coefficient is found as per

hðxÞ ¼ qw

T wðxÞ � T 0

. ð29Þ

The calculated temperature distributions for the turbulent
flow are shown in Figs. 10 and 11 corresponding to V0 =
2.35 m/s, qw = 14 MW/m2 and to V0 = 3.25 m/s, qw =
19 MW/m2, respectively. For the mid-plane (curve 2),
Fig. 10 yields T‘1 � 342 �C at x = 1 mm and T‘2 � 136 �C
at x = 6 mm. Note that for V0 = 2.25 m/s and
qw = 14 MW/m2 the experimental results are T‘1 � 230 �C
and T‘2 � 80 �C (cf. Section 3). Similarly, Fig. 11 yields
T‘1 � 434 �C at x = 1 mm and T‘2 � 160 �C at x = 6 mm.
Fig. 9. The numerically simulated flow field in the case of V0 = 3.35 m/s
and qw = 19 MW/m2.
For V0 = 3.25 m/s and qw = 19 MW/m2 the measured
values are T‘1 � 248 �C and T‘2 � 85 �C.

The numerically calculated distributions of the heat
transfer coefficient for the turbulent flows predicted using
Eq. (29) and Tw(x) for the rear side of the disk are shown
in Fig. 12 together with the numerical predictions for the
corresponding laminar cases. It is emphasized that
STAR-CD predicts higher values of the heat transfer coef-
ficient for laminar flows as compared to the corresponding
turbulent flows.

The numerical results for the turbulent flow grossly
overestimate the mid-plane temperatures T‘1 and T‘2 as
compared to the experimental values. Moreover, the for-
mer are much higher than those predicted with the laminar
flow model (cf. Figs. 6 and 7 versus Figs. 10 and 11, respec-
tively). This is a clear indication that the turbulent model in
STAR-CD grossly overestimates the turbulent viscosity in
the case of liquid metal flow – as a result of which the flow
velocity is reduced due to higher viscous dissipation, the
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V0 = 3.25 m/s and qw = 19 MW/m2.
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heat transfer is reduced correspondingly (cf. Fig. 12), and
the temperatures increase dramatically. A similar short-
coming of STAR-CD is indicated by the numerical results
of Ref. [10]. Their calculations of cooling, in a geometry
similar to that of the present work, resulted in marked
underprediction of the heat transfer coefficient h in the case
of liquid Ga compared to the experimental data (cf. Fig. 1
in Ref. [10]). On the other hand, the numerical results of
Ref. [10] for a water-cooling system also based on
STAR-CD, agree with the experimental data and can be
considered as reliable.

6. Conclusion

A jet impingement liquid-metal cooling system for high
heat-flux cooling was constructed and operated. The exper-
iments demonstrate that the GaIn-based system is capable
of dealing with heat fluxes of about 20 MW/m2 over an
area of 10�4 m2 with a very low jet velocity – less than
4 m/s. A novel analytical theory, capable of predicting
the cooling rates, is proposed, and direct numerical simula-
tions were conducted. Agreement between the experimental
data and the analytical model is fairly good.

The numerical results obtained using the commercial
code STAR-CD for the case of laminar flow of the GaIn
alloy, are also in reasonable agreement with the experimen-
tal data near the target center, but overestimate the mea-
sured temperatures at peripheral locations. For the case
of turbulent flow, this code grossly underpredicts the heat
removal rate and overpredicts the measured temperatures.
The turbulence model of the code also grossly overpredicts
the eddy viscosity for liquid metals, which in turn results in
underprediction of the heat transfer rate. The conclusion is
that STAR-CD is inapplicable in cases involving turbulent
heat transfer in liquid metals.
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